UltraDNS

UltraDNS Corporation is focused on providing scalable, distributed directory systems to enable and improve the global communication applications of today and the future -- starting with the Domain Name System, which is the largest such system today. Based on the scaling, performance, and manageability advantages that are derived from building a DNS engine on top of a commercial database, UltraDNS is uniquely positioned to provide for both the current and future needs of the market place.

UltraDNS Corporation was launched with the vision of becoming an integral part of the Internet fabric by making on-demand information exchange applications work significantly better and more reliably. UltraDNS Corporation is uniquely positioned to be the leading innovator and provider of global and highly scalable Internet and internetworking infrastructure solutions that enable reliable global information exchange transactions. 

UltraDNS leverages a unique and innovative technology platform for a variety of advanced, services-based solutions that enable customers to deploy and manage global directory-initiated information exchange applications. This advanced technology platform consists of a standards-compliant, proprietary DNS system which provides platform diversity, commercial relational databases, and application-specific operating systems.  These components are integrated together in services-based system solutions to provide efficient management of directory data while ensuring fast and reliable resolution of directory queries.

This advanced technology platform consists of globally deployed server networks, commercial relational databases, proprietary system and networking technology, and application-specific front-end graphical user interfaces that are integrated together in services-based system solutions to provide efficient management of directory data, and fast and reliable resolution of directory queries.
Company Focus

Reliable DNS service is key in order to ensure uninterrupted, fail-safe access to Internet sites that web based companies are dependent upon for revenue streams.  Further insurance against fraud and abuse is provided to these internet commerce sites by DNS look-ups and providing the ability to track users.  Realizing the critical role that the directory service plays in the performance and reliability of the Internet (mission critical, time sensitive connections) and potential significance to communication infrastructures (computer, wireless, and telephone), UltraDNS Corporation has targeted to improve the publicly accessible directory services sector that are crucial to the Internet system.  These systems are often times taken for granted and provided on an “as is, best effort” basis. UltraDNS Corporation will be the leading provider of intelligent Internet connection services and DNS management solutions.

UltraDNS was incubated at Centergate Research Corporation, a leading research and development organization for advanced Internet and network architecture infrastructure technologies in 1998 and founded in l999. It has completed $8 million in Series A equity financing from VantagePoint Venture Partners and New Enterprise Associates, led by VPVP. 

UltraDNS Team

We are building our Team and company for addressing the challenges inherent to large distributed systems and global infrastructure solutions for on-demand networking applications. We are committed to delivering on our vision for UltraDNS Corporation and have the core competencies, breadth and depth of experience to create, develop and deploy advanced, large infrastructure services on a global scale. Across our current Team, as a whole, our experience credentials reflect 

· Over 115 years in systems, communications and network technology

· 85+ years in just Internet technology development alone

· 45+ years in building global networks with advanced routing and performance parameters

· 30 years in designing and deploying advanced database systems

Strength in all disciplines necessary to drive innovation and advanced solutions...computer science, network engineering, systems administration, high-level programming and global network operations.

Executive Team

Steve Kalman, President & CEO

Steve Hotz, Chief Technical Officer

Ben Petro, Vice President, Marketing

Darren Johnston, Vice President, Sales

Danielle Diebler, Vice President, Engineering and Operations

Steve Gross, VP Finance 

Rodney Joffe, Chairman

UltraDNS Corporate Headquarters

800 San Mateo Drive

San Mateo, CA  94401

USA

Main telephone: (650)227-2600

Web site:     www.ultradns.com

A. Server Platform

At the heart of UltraDNS services is an advanced patents pending Technology Platform -- the engine that integrates state-of-the-art hardware, software, Internet, and networking technologies to deliver large next-generation, on-demand information exchange systems and directory enabled applications across Internet, online, and mobile infrastructures. Our Technology Platform enables an integrated network of globally distributed high-performance full fail over servers. It uses the latest in commercial database technologies from Oracle™, and proven operating and hardware systems. It is designed to be highly scalable. 

It is capable of processing and propagating user and application data updates rapidly. Advanced database synchronization capabilities, dynamic update and data manipulation, and query handling are integrated together to form a flexible and scalable system that delivers outstanding reliability, performance, and manageability. Directory update and modification responsibilities can be easily delegated across many users or applications.


Infrastructure

The core of the UDNS infrastructure solution is our proprietary and advanced patent pending technology platform.  The platform architecture consists of (1) proprietary name servers that answer queries directly from an Oracle commercial database and (2) and advanced routing technology for insuring that the user and application directory requests are processed by the closest available servers.  It is designed to be highly scalable.  In the case of the first UltraDNS service offering, Managed DNS Service, the architecture is designed to scale to handle the management and operational requirements of well over 200 million domains.  It is capable of processing and propagating user and application data updates rapidly.  Advanced database synchronization capabilities, dynamic update and data manipulation, and query handling are integrated together to form a flexible and scalable system that delivers outstanding reliability, performance, and manageability. Directory update and modification responsibilities can be easily delegated across many users or applications.
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Please note:  Each location has 2 name servers for redundancy.  Additionally, the Japan and Australia locations will be completed in Q1 2001 with more servers being added throughout 2001. 

Technical Approach

The fundamental manageability advantages of the UltraDNS Managed DNS service are derived from a simple "divide and conquer" architectural change. By leveraging a commercial database to manage DNS information and to provide transaction-level data consistency, the UltraDNS name server allows a much more adept handling and management of large DNS information bases. Built on top of the database, the DNS query engine is a ground-up, commercially developed server, which has over 20 months of operational experience. Together, the database backend and DNS query engine will afford the most scalable and manageable DNS service available today.

Hardware Configuration

Sun Enterprise 450s – The first Sun Enterprise 450 will be the server running Oracle.  It will contain 3 gig of RAM and a minimal amount of redundant internal disk.  It will use a Sun A1000 Disk Array pack for database storage. The second 450 will be identical to the first, but it will not have Disk Array pack; it will be used to provide the front-end DNS service.

Cisco 7200 series router - 7206VXRs with 300MHz NPE, 256MB Ram, and cards for 1 ATM OC-3, 1 fast Ethernet adapter, 1 4-port BRI port adapter, and 1 8 port T1 port adapter.  This Cisco router provides true redundant power supplies (two power cords) as well as the capacity to meet future growth needs. 
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Hardware Configuration cont’d

The above diagram depicts a normal configuration for an UltraDNS node.  These nodes are currently deployed on both Exodus and AboveNet.  Additionally, significant discussions are underway to also co-locate equipment in each of Equinix’s Internet Business Exchange (IBX) centers and linked to each other via the Internet and a private network back plane.  Replication of information to each location will occur across the private network, thus rapidly propagating any changes to the data.  Additionally, large replication changes will not affect bandwidth or speed of actual inquiries due to the split network design.

The combination of using Tier-1 providers along with carrier neutral sites with multiple nodes appearing on a single IP utilizing BGP advertising shall ensure the closest (and fastest) server shall receive and answer the query.  This will additionally allow an automatic fail-over capability.  If a server for what ever reason falls off the net (hardware or network failure), the BGP advertising will disappear, thus allowing other advertised routes to guide the query to a functional node.  
B. Facility Description

UltraDNS currently co-locates equipment on Exodus and AboveNet.  In order to further our geographic reach and provide additional redundancy, UltraDNS will be deploying equipment in all Equinix IBX’s.  General facility descriptions and features are described below.

· Equipment Colocation: All cabinets in co-location facilities are located in private locked cages for security purposes.  
· Power - Conditioned AC and DC power with two independent A & B power buses respectively are available to customers. UPS, battery and diesel generators back up every power system.

· Air Conditioning: HVAC systems are connected to the electrical busses that receive power from the utility or the generator.  The HVAC system is not backed up by the UPS, so if there is a transfer of power between the utility and the generator, the HVAC system may experience a 10 second outage, which is the time it takes for the generators to take over full electrical load.    The HVAC delivery system includes multiple water chillers, redundant pump systems, and multiple Computer Room AC units.
· Fire Detection / Suppression: Co-location facilities are protected with a dual-alarmed, dual-interlock multi-zoned, dry-pipe, water-based fire suppression system armed with sensory mechanisms (HSSD) to sample the air and give alarms prior to pressurization.  Production area fire suppression is provided by a multi-zoned, pre-action, dry-pipe system.  In order for the system to trip, multiple cross-linked events must occur.  These include detection by ceiling mounted smoke-heads and smoke “sniffers” located throughout the facility.  Lastly a sprinkler head must trip in order for the dry-pipe system to activate.  This requires a temperature of 140 degrees F at the head location.  Fire suppression is localized at the event point only.  
· 24 hour manned on site security guards:  Facilities use the most senior level guards from APS & Pinkerton, one of the world’s largest and best-known security agencies.  All guards undergo complete background/criminal checks.

· CCTV: All aspects of the facility are monitored and recorded via color, hi-resolution video cameras. This data is then archived to disk for 30 days.

· Security screening: Access to each facility is controlled by the customer.  No individual will gain access to the facility without having his or her visit previously scheduled.  

· Executive Briefing Center:  All facilities are equipped with conference rooms in which customers may hold meetings. Each conference room is complete with phones, network connectivity and video conferencing equipment.

· Equipment Staging Area: Each facilitiy is equipped with staging areas where customers can work on their equipment prior to entering the colocation area. Each staging area has access to network connectivity, power, tools and storage lockers.
· Customer Work Area: Each facility has cubicle workstations where customers can set up their laptops, etc. to check email, get onto the Internet, etc.

· Operations Bridge: Each facility has a Regional Operations Center where technicians monitor the facility 24X7.

· DC/AC Power Distribution: Conditioned AC and DC power with two independent A & B power buses respectively are available to customers. AC: One AC power circuit is included with each cabinet rental, with the option of procuring additional circuits.
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